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B. Kégl (CNRS)

• Senior researcher CNRS

• machine learning (20+ years)
interfacing with particle physics (10+ years)

• Head of the Paris-Saclay Center for Data Science 

• interfacing with biology, economy, climatology, chemistry, etc. (4 years)

• industrial ML projects (4 years)
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 WHO AM I?

Balázs Kégl
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• Machine learning for scientific workflows

• challenges

• use cases: data collection, inference, simulation

• examples: pollenating insects, autism, variable stars, Mars craters, drug 
spectra, the Higgs boson, El Nino

• Managing the data science process: the RAMP framework

• roles and tasks in the data science process 

• building the workflow: who does what 

• what is a predictive workflow, what are the parametrizable components

• how to make data scientists efficient
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OUTLINE
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• Typical ML research project

• take an existing ML problem (e.g., image classification)

• scan literature

• install/develop experimental environment

• explore ideas to find new solutions

• optimize, show they work better than existing solutions, ideally on 
established and accepted benchmarks

• publish
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WHY IS THIS RELEVANT FOR YOU?
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• Typical applied research project

• take an existing domain-scientific or industrial problem (e.g., galaxy 
deblending)

• scan literature

• install/develop experimental environment

• collect data and establish benchmark

• apply existing ML solution

• optionally fine tune, explore a small number of alternatives

• show that the ML solution is better than the classical “manual” solution 
on your own benchmark

• publish
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WHY IS THIS RELEVANT FOR YOU?
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Both take years, typically 
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How to make applied projects 
faster?

How to explore a 
large number of ML solutions 

in a short time?



• Put more focus on problem formulation

• detect important applied problems

• agree on metrics and benchmarks and organize data collection

• organizationally separate setting up benchmarks and optimizing 
solutions

• establish a fair and possibly “third party” framework (see 
ImageNet)

• hammer the message that formulating scientific problems into 
predictive workflows is valuable research
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LONGER TERM VISION
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• You may use it to accelerate your own research

• You may remember this when you join the data science 
industry
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WHY IS THIS RELEVANT FOR YOU?
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LIST/CEA 
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A multi-disciplinary initiative, building interfaces, matching 
people, helping them launching projects

345 affiliated researchers, 50 laboratories 
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Data scientist

Data Value Architect

Domain expertSoftware engineer

Data engineer

Tool building Data domains

Data science
statistics

machine learning 
information retrieval 

signal processing 
data visualization 

databases

software engineering
clouds/grids 

high-performance
computing 

optimization

energy  and physical sciences 
health and life sciences 
Earth and environment 

economy and society 
brain

THE DATA SCIENCE ECOSYSTEM
https://medium.com/@balazskegl
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• Lack of manpower, misplaced incentives

• hammers & nails

• engineering: who deals with production?

• Lack of collaboration/innovation management tools

• Bottleneck is sometimes data collection/annotation 

• since domain scientists do not know ML, they do not collect the right 
data
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MANAGEMENT AND ORGANIZATIONAL 
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• Workflows and metrics

• Designing the workflow, interaction with the rest of the pipeline, metrics 
is often more important than “hyperopting” the predictor

• Data generation

• training is often done on simulations, so we need to design data 
generation 

• systematic uncertainties

• the iid oracle is a fairy tale, happening only in machine learning textbooks

• opportunity for diversifying ML benchmarks
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TECHNICAL CHALLENGES
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• Data collection: replace human or algorithmic collector or 
annotator

• label insect photos, detect Mars craters, detect particle tracks

• Inference: to invert the generative model

• “predict” a particle, detect an anomaly, infer a parameter y from observation x

• Generation, model reduction: to replace expensive simulations

• “learn” a physics simulation or an agent based micro-economical model with a 
neural net

• Hypothesis generation: to “replace” theoreticians

• learn, represent structural knowledge and generate novelty in model space, 
e.g., molecule generation in drug discovery
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ML USE CASES IN SCIENCES

https://www.ramp.studio/problems
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Data collection
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CLASSIFYING POLLENATING INSECT PHOTOS
• collaboration with ecologists at the Paris Museum of Natural History

• 400 classes, 150K photos, long tail

• great benchmark for transfer and few-shot learning

• developed models in production, powering an android app
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DETECTING MARS CRATERS

• collaboration with planetary geologists at Paris-Saclay 

• new metrics and workflow

• great benchmark for detection in satellite imagery
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Inference



CLASSIFYING VARIABLE STARS
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• collaboration with astrophysicists at Paris-Saclay 

• variable-length functional data
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PREDICT AUTISM FROM BRAIN SCANS

• collaboration with neurologists of Institut Pasteur  

• 3000 subjects: a major major data collection effort

• heavy preprocessing and quality control 

• ongoing challenge till July 1 with 9.5K€ money prizes

https://paris-saclay-cds.github.io/autism_challenge
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CLASSIFYING AND REGRESSING ON 
MOLECULAR SPECTRA

• collaboration with the pharmacy 
department of Georges Pompidou 
Hospital   

• major data collection effort 

• functional data

• probably the first ever research paper 
where the ML workflow 
optimization was entirely 
crowdsourced
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CLASSIFYING AND REGRESSING ON 
MOLECULAR SPECTRA
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chemotherapy 
drug in  
elastic pocket

laser 
spectrometer

molecular 
spectra

feature 
extractor 1

feature 
extractor 2

regressor

concentration

classifier

drug type
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B. Kégl / AppStat@LAL Learning to discover

THE LHC IN GENEVA
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B. Kégl / AppStat@LAL Learning to discover

THE ATLAS DETECTOR
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B. Kégl / AppStat@LAL Learning to discover

DATA COLLECTION

• Hundreds of millions of proton-proton collisions per 
second

• Filtered down to 400 events per second

• still petabytes per year

• real-time (budgeted) classification: trigger 

• a research theme on its own 
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• Each collision is an event

• hundreds of particles: decay products 

• hundreds of thousands of sensors (but sparse) 

• for each particle: type, energy, direction is measured 

• a fixed-length list of ~30-40 extracted features: x

• e.g., angles, energies, directions, reconstructed mass

• based on 50 years of accumulated domain knowledge
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FEATURE ENGINEERING



B. Kégl Data driven generation

count (per year)

background

signal

probability

background

signal

CLASSIFICATION FOR DISCOVERY
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Goal: optimize the expected discovery significance 

flux × time

selection
expected background

say, b = 100 events

total count,
say, 150 events

excess is s = 50 events

AMS = = 5 sigma
s√
b

selection 
thresholdselection threshold
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Generation and model reduction
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• Cost cutting 1: looking at the form of f, I can place my 
fixed number of temperature sensors optimally

• Cost cutting 2: f can replace costly simulation in a 
detector optimization loop

• Cost cutting 3: if I can generate realistic galaxy images, I 
can replace costly manual labeling of real photos
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Why?

GENERATION AND MODEL REDUCTION



FORECASTING EL NINO: SPATIOTEMPORAL TIME SERIES
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… 300.14 299.83 298.76 299.87 299.82 300.15 300.10 299.50… …

time series feature 
extractor

x 
(a fixed length feature vector) regressor

• collaboration with the Climate Informatics workshop 

• also on Arctic sea ice and California rainfall prediction
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We have built and optimized 
~20 scientific predictive workflows 

for three years

What have we learned?
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BUILDING SCIENTIFIC WORKFLOWS
WHAT HAVE WE LEARNED?

Roles and tasks in the data science process 
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THE DATA SCIENCE ECOSYSTEM

Business unit
predictive maintenance 
marketing, e-commerce 

Internet of Things 
security, fraud 

financial services 

Business unit
predictive maintenance 
marketing, e-commerce 

Internet of Things 
security, fraud 
nancial services 

Data scientist

Data value architect

Domain expertIT engineer

Data engineer

B i it

Data science

statistics
machine learning 
signal processing 
data visualization

m

s
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sig
dat

IT
software engineering 
information system 

databases 
clouds/grids 

security, privacy
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• Technical expert in machine
learning, statistics,
visualization, signal processing 

• Efficient in cleaning and munging

• Knows the latest techniques
and tools

• Can handle different data types and loss metrics 

• Can build adequate prototype workflows

• Knows how to tune (optimize) and blend models
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DATA SCIENTIST

BUBU

Data scientist

Data value architect

Domain expertIT engineer

Data engineer
DS

IT



B. Kégl (CNRS)

• Has experience with a
wide variety of problems
and technical solutions 

• Is possibly expert in the particular
domain, or at least can converse
with the domain expert

• Can translate business/science goals into loss metrics

• Can formalize adequate prototype workflows 

• Can estimate the costs of building and running workflows

• Can define and dimension the data collection effort 
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DATA VALUE ARCHITECT 

BU

trics

BU

Data scientist

Data value architect

Domain expertIT engineer

Data engineer
DS

IT



B. Kégl (CNRS)

• Translates prototypes into
production workflows, runs
and maintains them 

• Knows the latest data
engineering systems and
architectures

• Knows the existing IT

• Can dimension the production
workflows and estimate their costs 

• Knows the basics of building a data science workflow, and can feed the 
process by extracting and possibly cleaning/munging adequate data
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DATA ENGINEER

BUBU

Data scientist “T”

Data scientist “B”

Domain expertIT engineer

Data engineer
DS

IT
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BUILDING A DATA SCIENCE ECOSYSTEM
DRIVEN BY IT

“Let’s install Hadoop”

“Let’s hire data scientists”

“Let’s see what business  
problems we can solve with 

the existing data science  
team and the infrastructure  

we bought”

BUBU

Data scientist

Data value architect

Domain expertIT engineer

Data engineer
DS

IT
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BUILDING A DATA SCIENCE ECOSYSTEM
DRIVEN BY DATA SCIENTISTS

“I’m an expert 
of deep learning,  

let’s by a GPU cluster.”

“Let’s hire data scientists.”

“I’m an expert of deep 
learning, let’s see what it 
can do for your business.”

BUBU

Data scientist

Data value architect

Domain expertIT engineer

Data engineer
DS

IT
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BUILDING A DATA SCIENCE ECOSYSTEM
DRIVEN BY BUSINESS

“Let’s build a system 
for putting the prototype 

into production.”

“Let’s hire data scientists for prototyping the business case.”

“What KPI can we 
improve with data? 

What data should we 
collect?”

BUBU

Data scientist

Data value architect

Domain expertIT engineer

Data engineer
DS

IT
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BUILDING PREDICTIVE SOLUTIONS

IBM CRISP-DM

Dataiku

1996

2016



80% 20%
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THE DATA ANALYTICS BUILDING PIPELINE

business expert + data value architect

data scientist

data engineer ( + business expert)

WHO DOES WHAT AND WHEN
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BUILDING SCIENTIFIC WORKFLOWS
WHAT HAVE WE LEARNED?

Building the workflow:
what are the tasks and who does what 



FE CLF

predictive workflow
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data flowTHE PREDICTIVE WORKFLOW
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POC 
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expert labeler 
amazon turk 
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THE IDEAL SEQUENCE



B. Kégl (CNRS)

• It is trial and error 

• little if any theory-based, model-based design 

• even research (development of new algorithms) is (mostly) trial and 
error

• the data scientist’s best friend is a well-designed experimental 
studio for facilitating fast iterations of

• what data to use

• what features to select or engineer

• what predictors to use

• how to parametrize the predictors
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BUILDING THE PREDICTIVE WORKFLOW
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BUILDING SCIENTIFIC WORKFLOWS
WHAT HAVE WE LEARNED?

What is a predictive workflow? 

What are the parametrizable components? 

 What can be put into a 
unique training/scoring script?
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A SINGLE SCRIPT TO DEFINE THE BUNDLE

X ypred score 
type

scoreX re
typ

cross-validation scheme
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A UNIQUE SCRIPT TO RUN THE BUNDLES

>ramp_test_submission>ramp_test_submission

bundle

data

predictive
model(s)

bundle

data

predictive
model(s)

bundle

data

predictive
model(s)

El Nino
pollinating insects

Mars craters



A UNIQUE SCRIPT
TO RUN THE BUNDLES

1 read training and test data 
2 read submission
3 create train and valid folds
  on training data 
4 for all train and valid folds: 
5     train submission on train 
6     score submission on train, 
      valid, and test 
7 summarize scores 
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 RAMP-WORKFLOW & RAMP-KITS

• toolkit: https://github.com/paris-saclay-cds/ramp-workflow 

• for designing workflows 

• set of ready-made metrics, workflows, CV schemes, data readers 

• unique command-line test script

• examples: https://github.com/ramp-kits

• a zoo of problems, experiments, workflows 

• (at least) one initial solution
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BUILDING SCIENTIFIC WORKFLOWS
WHAT HAVE WE LEARNED?

How to make 
(novice) data scientists efficient



• Principles 

• incite them to work on the problem

• give them a working (but unoptimized) model to start with

• make incremental contributions easy

• gamify optimization

• help them to collaborate and to learn from each other

• “hide” heavy engineering and computational obstacles
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HOW TO MAKE DATA SCIENTISTS EFFICIENT
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THE JUPYTER NOTEBOOK
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THE STARTING KIT

feature_extractor.py

classifier.py
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THE FRONTEND
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THE LEADERBOARD
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THE BACKEND ON AMAZON WEB SERVICES
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Funded by Université Paris-Saclay and CNRS
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Why code submission

1. lets us deliver a working prototype 
2. lets the participants collaborate
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what you achieved with a well tuned deep net

the diversity gap

the human blender gap

competitive phase

collaborative phase

THE POWER OF THE (COLLABORATING) CROWD
OPTIMIZING GRADUATE STUDENT DESCENT
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COMMUNICATION AND REUSE
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You can

1. Participate in upcoming RAMPs 
2. Use RAMP in teaching or training 
3. Use the toolkit for your own workflows 
4. Submit it to us if you want to run a data 

challenge
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toolkit: 
github.com/paris-saclay-cds/ramp-workflow

examples: 
github.com/ramp-kits

slack: 
ramp-studio.slack.com

frontend: 
www.ramp.studio

LINKS
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• medium.com/@balazskegl 

• The data science ecosystem (industrial edition)

• Teaching the data science process

• How to build a data science pipeline

• RAMP paper

• https://openreview.net/forum?id=Syg4NHz4eQ
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READING MATERIAL


